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Abstract: This study realizes smooth turn-taking and discussion in multi-party conversations by
designing the physical behavior of a robot. In this paper, humans estimated a robot’s utterances
by looking at the direction of its eye-gazes. In addition, we investigated how the robot’s behavior
as a listener who expressed his eye-gazes influenced the next speaker’s comments and context.
Humans adjusted their utterances by looking at the eye-gaze of the robot as a listener. We believe
our study will effectively produce desirable discussions in multi-party conversations.

1 Introduction

As more and more communication robots are being
developed, they must be adapted to the face-to-face
dialogs of humans to realize communication between
humans and robots and humans through robots. Since
face-to-face dialogs are the most natural communica-
tion form for humans, it is difficult to realize smooth
turn-taking between humans and robots [1]. Many in-
teractive robots have been developed that address this
problem. For example, ROBITA can deal with human
utterances based on eye-gazes to understand them [1].
This robot presumes suitable timing to start his ut-
terances to naturally participate in conversations.

These robots adaptively participate in conversa-
tions by passively presuming interactive environments.
But their development isn’t based on the assumption
of aggressively coordinating conversations. Multi-party
conversations may deteriorate without following im-
plicit turn-taking rules. Furthermore, for decision-
making or consensus building, dialog directionality
can be lost, and the dialog ’s quality can decline
if opinions based on various viewpoints are not ex-
changed. One method to solve these problems is to
endow chairpersons with the authority and the ability
to determine the next speaker and to restrict what
that speaker can say. The existence of a chairper-
son with such ability is important to realize smooth
multi-party conversations; but no such robots have
been developed.

In human face-to-face communication, much ver-
bal/nonverbal information is conveyed among partic-
ipants. The eye-gazes of others are used to guess to
whom utterances are being addressed. Furthermore,
the eye-gazes of others convey intentions about the
next speaker when others turns his eyes to another
person [2]. We can identify the speaker and influence
what the speaker will say by designing eye-gaze for
communication robots.

In this study, we investigate whether designing
eye-gazes for such robots can coordinate turn-taking
and talking in multi-party conversations. Our study is
expected to effectively encourage desirable dialogs in
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Figure 1: Participation roles

such multi-party conversations as collaborative learn-
ing scenes. We conducted two experiments. One
investigated how humans estimate the robot’s utter-
ances by watching its eye-gazes. The other investi-
gated whether a robot ’s eye-gaze as a listener can
provide a context for the next speaker’s utterances.

2 Participation-Role and Turn-
Taking

Generally, dialog participants are roughly divided into
two types: speakers and listeners. For one-on-one
dialogs, the listener automatically becomes the next
speaker, and the current speaker becomes the listener.
But for multi-party conversations, the next speaker is
not clear because there are more than two listener
candidates.

In multi-party conversations, the participants are
roughly divided into two types, ratified participants
and overhearers; ratified participants are further di-
vided into three types: speakers, addressees, and side-
participants [3][4] (Fig. 1). Ratified participants are
recognized as the conversation participants by other
participants. In this study, we defined a dialog field as
the place where participants interact with verbal/nonverbal
information about each other to understand the inten-
tions and relationships with others. This field consists
of ratified participants.
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Turn-taking means that the current speaker be-
comes the listener, who then becomes the next speaker.
We usually talk by repeating turn-taking, which con-
sists of four kinds of phenomena: continuation, over-
lap, silence, and change. They happen due to the
utterances/non-utterances of speakers and listeners
[5]. Generally, two types of phenomena, such as si-
lence and overlap, do not happen without deciding
the order of utterances in advance [6]. Participation-
role-taking happen during the timing of turn-taking,
and such effects of nonverbal information as eye-gaze
are so great that turn-taking is adjusted [7][8][9]. The
eye-gazes of others are used to infer to whom the ut-
terances are being addressed and can convey the in-
tention to turn to face someone [2]. We consider the
relations between eye-gaze and turn-taking in Section
3.

3 Eye-Gaze and Turn-Taking

In face-to-face communication, humans share the same
time and space and can get not just verbal information
but also nonverbal information through visual, audi-
tory, and touch senses. With such nonverbal infor-
mation as position, utterance timing, eye-gazes, and
gestures, humans can convey intention, emotion, and
address utterances to each other. Conveying non-
verbal information plays an important role to real-
ize smooth conversations. In contrast, conversations
through media might suffer from insufficient nonver-
bal information, and the available channels are more
limited than in face-to-face communication. Interac-
tion is easily fragmented. Since these nonverbal infor-
mation effects are expected to be adapted for human-
robot interaction, previous study has tried to realize
smooth conversations by designing such information
for robots [1].

3.1 Eye-Gaze and Joint Attention

In communication with others, others’ eye-gaze is an
important key to infer their visual attention. Humans
usually turn their eyes and concentrate to get visual
information of their targets. So humans can guess
the interests of others by focusing their own atten-
tion on the attention of others. Relating each other’s
visual action with a mental state by focusing on the
attention of others is called joint attention [10]. We
can realize a conversation based on intuitive recogni-
tion by communicating information that corresponds
to each other’s environments. We can also realize in-
structions through sympathy by joint attention with
others. Therefore, implementing joint attention with
humans is an important assignment for interactive
robots. Previous study has tried to realize joint at-
tention between humans and robots by implementing
eye-gaze for robots [11].

3.2 Eye-Gaze and Addressing

Eye-gaze can reveal not only the interests of others
but it can also address utterances. Kendon argued
that turn-taking is realized when a speaker closely
observes the listener for a turn-taking signal and a
listener closely observes the speaker as acceptance of
this signal [8]. Enomoto argued that dialogs consist
of three persons and investigated whether nonverbal
information functions as a selection method for the
next speaker in multi-party dialogs. A participant
who has turned his eyes to the speaker becomes the
next speaker when all participants turn their eyes to
the speaker [12].

Other than a function that starts the conversation,
eye-gaze also includes the following three functions [8]:

• Monitoring: speaker checks whether she should
continue to talk by looking at the listeners’ eye-
gazes.

• Regulation: speaker adjusts her opinion by check-
ing for favorable impressions from listeners by
looking at their eye-gazes.

• Expressive: listener gives the speaker her im-
pressions of the speaker’s comments.

In addition, the speaker often selects the next speaker
by checking his interest in the conversation by turning
his own eyes. Listeners can predict the next desirable
speaker by looking at the speaker’s eye-gaze.

Such eye-gaze effects are not limited to human-
human communication. In human-robot interaction,
humans can guess the intention of a robot’s utterances
by looking at the robot’s eye-gaze even if it is artificial.
The robot’s eye-gaze can select the next speaker from
among the participants by planning his eye-gaze. We
revitalize conversations by giving all members a fair
chance to join.

Until now in this paper, we have considered how
robot’s eye-gaze can realize smooth turn-taking in
multi-party conversations. Next in Section 4 we ex-
perimentally investigated whether our hypothesis is
correct. Our experiment ’s aim is to reveal how hu-
mans judge whether they are the target of the robot’s
utterances by looking at the robot’s eye-gaze.

4 Experiment 1

4.1 Participants

All 15 Japanese participants were informatics stu-
dents at Shizuoka University.

4.2 Experimental Environment

For meeting the robot, a participant and an experi-
menter were separated by a partition to prevent the
participant from judging the target of the robot’s ut-
terances without information gleaned by looking at
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Figure 2: Experimental environment and procedure

the robot’s behavior. The participant and experi-
menter positions were randomly changed every par-
ticipant. The participants were told that the experi-
menter would also take part in this experiment. Iden-
tical test papers, on which five numbers were written
in different colors, were put in front of them. Our
robot was a cow-puppet placed over a dome-shaped
camera. Its eye-gaze was expressed by rotating the
camera inside of the puppet.

4.3 Subject

The participant and the experimenter had to solve
calculation problems, which were numbers written on
a piece of paper as operands, to determine whether
they received permission to answer based on watching
the robot’s behavior. For example, the robot said
colors as numbers: ”What does red plus yellow equal?
”

We conducted this experiment in the following pro-
cedures (Fig. procedure1). First, the robot turns his
eyes to the space between the participant and the ex-
perimenter and asks a question after two beeps. Par-
ticipant and experimenter are given three seconds for
calculation. Three seconds later, two beeps sounded
again to signal the end of the calculation time, and
the robot turns his eyes in the direction shown in the
experimental condition (Table 4.4) and says“ yes.”
By watching the robot’s behavior, participants de-
termined whether they were given permission to an-
swer. In contrast, the experimenter explained in the
participant’s presence that he should answer using
fingers without talking so that the participants can
judge without observing whether the experimenter
answered.

Table 1: Experimental conditionsGaze before utterancesSelf Self-Others Others-Self Others CenterGaze with utterances Self S-S SO-S OS-S O-S C-SOthers S-O SO-O OS-O O-O C-OCenter S-C SO-C OS-C O-C C-C
4.4 The Experimental Condition

This experiment was conducted in a two-way within-
subjects design (Table 4.4). The first factor, called the
“ gaze before utterances” and denotes the direction
in which the robot turns his eyes before making his
utterance, consists of five levels: self, others-self, self-
others, others, and center. On each level, the robot
turns his eyes in the following five directions before
making his utterance:

• Self: only turns to participant

• Others-self: turns to experimenter and then to
participant

• Self-others: turns to participant and then to ex-
perimenter

• Others: only turns to experimenter

• Center: looks between them

The second factor, which is called the“ gaze with ut-
terances”and denotes the direction in which the robot
turns his eyes with his utterance, consists of three lev-
els: self, others, and center. On each level, the robot
turns his eyes in the following three directions with
his utterance:

• Self: turns to participant

• Others: turns to experimenter

• Center: looks between them

Each condition was randomly assigned to every par-
ticipant and 15 trials were performed (one trial for
each condition).

4.5 Analysis

We observed the following two points.

• Did the participants answer?

• What was the interval time between the end of
the robot’s utterance and the start of the partic-
ipant’s answer when the participant answered?



4.6 Hypotheses and Prediction

The following are our hypotheses and predictions:

• First Hypothesis

Humans make different judgments about being
addressed by the robot’s utterances by watch-
ing the direction in which the robot turns his
eyes before it makes its utterances. The quicker
the robot turns his eyes to the human than the
other, the more the human will judge that the
robot is talking to the human.

• First Prediction

By different levels of the“ gaze before utter-
ance”factor, the tendency that the participants
answer will be strong:

– self > self − others > others − self >
center > others

• Second Hypothesis

Humans make different judgments about being
addressed by the robot’s utterances by watching
the direction in which the robot turns his eyes
and utters. The more the robot turns his eyes
to the humans, the more they judge that the
robot is talking to the humans. The more the
robot turns his eyes to the others, the more the
humans judge that the robot is talking to the
others.

• Second Prediction

By different levels of the“ gaze with utterance
” factor, the tendency where the participants
answered the questions will be strong:

– self > center > others

4.7 Results

First, we analyzed the number of times that the par-
ticipants answered the“gaze before utterance”factor
by a chi-square test. We observed no significant differ-
ence (x2

(4) = 1.353, n.s.) We also analyzed the number

of times that the participants answered the“gaze with
utterance” factor by a chi-square test and found a
significant difference (x2

(2) = 38.482, p < .01). By as-

sessing with Ryan’s multiple comparison method, the
participants who answered increased in the order of
levels self, center, and others (p < .05) (Fig. 3).

Furthermore, we analyzed the interval time on the
self level of the“ gaze with utterance” factor by a
one-way ANOVA. We analyzed the 12 participants
who answered all the levels of the“ gaze before ut-
terance” factor and found a main effect (F(4,44) =
3.224, p < .05). By assessing with the LSD multiple
comparison method, the interval time on the others
level was longer than the other levels (p < .05) (Fig.
4).
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Figure 3: Number of participants who answered
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Figure 4: Interval time

4.8 Consideration

In Section 4.7, we found no significant difference for
the number of participants who answered in the“gaze
before utterance”factor. This result means that our
first hypothesis was not supported. In contrast, we
observed a main effect for the number of participants
who answered in the“ gaze with utterance” factor
and found that they answered when they turned to the
robot’s eyes but they did not answer when the robot
turned his eyes to the experimenter. This supports
our second hypothesis. Based on the interval time re-
sult, the participants to whom the robot’s eyes were
turned spent more time when the robot only turned
his eyes to the experimenter than in the other con-
ditions. Even though the participants predicted that
the robot would talk to others because it turned its
eyes to the others before talking, the participants to
whom the robot’s eyes were turned talked. Partic-
ipants probably had difficulty judging whether they
had been given permission to answer. These results
show that the robot’s eye-gaze before utterances is not
an important factor to determine whether humans ut-
ter, but it suggests that this might change the degree
of difficulty for such judgments.

We found that humans judge whether they have
the right to answer by looking for a robot’s eye-gaze
that simultaneously occurs with an utterance. But
previous research has not focused on the utterance
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Figure 5: Intention understanding model

context of humans who have received the right to an-
swer. On the other hand, others’ eye-gazes cannot
just address utterances but they can also suggest the
intention that they should turn his eyes [2]. Speakers
might be able to control the context of their utter-
ances by looking the robot’s eye-gaze. We consider
the relation between eye-gaze and intention in Sec-
tion 5.

5 Eye-gaze and Intention, Con-
text

Human eye-gazes can tell others not only where they
are looking and on what they are concentrating but
also the intention underlying where they turned their
eyes. Baron-Cohen found that eye-gaze is important
to understand intention in a study on autism [13] (Fig.
5). Their model consists of four modules: an Inten-
tionality Detector (ID), an Eye Direction Detector
(EDD), a Shared Attention Mechanism (SAM), and
a Theory of Mind Module (ToMM). ID estimates the
inner states of others by looking at their face expres-
sions. EDD estimates the direction of the eye-gazes
of others. SAM detects the object in which others are
interested by following their eyes. ToMM is a func-
tion for understanding the inner states of others by
building a general model that integrates these three
modules. Baron-Cohen concluded that humans infer
the intentions of others by relating the object in their
eyes and their focus of attention by these four modules
[13].

Tomasello argued that joint attention includes the
primitive awareness about others of infants who have
the visual ability to pay attention to an object with
their eyes. Their intention is different from infant in-
tention [10]. According to Johnson, infants only mon-
itor the eye-gazes of others when they regard the oth-
ers as“ intentional agents,”whose existence seems to
have a relationship to the infants themselves [14]. In
other words, some of the characteristics of intention
intervene so that the person follows the eyes of others.
The Baron-Cohen model, which is recognized widely
in the domain of understanding eyes and mind read-
ing, is expected to be applied to human-robot interac-
tions. Some studies shared the intentions of humans
and robots by trying that the robot follows their eyes
[15].

Humans have also been found to have different
understanding of the behaviors of others and different

impressions due to the variations of the context of the
behaviors of others. Humans understand such behav-
iors differently even if such behaviors are the same.
This phenomenon is called the“ Construct Accessi-
bility Effect”or the“Priming Effect.”In addition,
with nonverbal information, human expression influ-
ences the inferences of others about their inner states
based on context information before and after non-
verbal information such as eye-gaze; this is called the
“Kuleshov Effect.”

Based on these researches, a robot’s eye-gaze can
reveal its intentions to others due to different under-
standings based on its before and after context in-
formation. Since humans who look at a robot’s eyes
might have different understandings, they can adjust
their utterances. If these effects could be realized,
we might be able to effectively encourage desirable
dialogs in multi-party conversations. To realize such
effects, we focused on the robot’s behavior as a lis-
tener by eye-gaze. The robot’s eye-gaze is not only a
natural listener behavior but it can also express dif-
ferent degrees of interest [2]. The robot’s eye-gaze
can adjust the content of multi-party conversations.
For example, if the robot agrees/disagrees with the
speaker, the next speaker may agree/disagree with the
previous speaker to satisfy the robot. In Section 6, we
describe our experiment that investigated whether a
robot’s behavior as a listener who expresses eye-gaze
influences the next speaker ’s utterances.

6 Experiment 2

6.1 Participants

All 15 Japanese participants were informatics stu-
dents at Shizuoka University.

6.2 Experimental Environment

A participant and an experimenter (a cow-puppet with
an audio speaker) were arranged to meet our robot
called robovie-mR2 [16]. Their positions are randomly
changed every participant. A display unit behind the
robot shows the conversation theme.

6.3 Subject

The participant and the experimenter were told to
give advice about the theme to help the robot reach
a decision. The participant gets points when his sug-
gestions are chosen by the robot. The theme is called
“ The Desert Survival Task.”The participants must
choose four things from eight choices to survive under
one of three situations: desert, uninhabited island,
and mountains.

We conducted our experiment in the following pro-
cedure (Fig. 6). First, an audio speaker located above
the participants announces the theme and asks,“what
do you think?”The robot turns his eyes to the exper-
imenter who gives his opinion about his four choices
of things:“ I think I’ll take some matches, a watch,
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Figure 6: Experimental environment and procedure

Table 2: Experimental conditionGaze in first halfSpeaker Listener CenterGaze in latter half Speaker S-S L-S C-SListener S-L L-L C-LCenter S-C L-C C-C
a compass, and a map of an aerial photograph.”Next
the robot turns his eyes in the direction shown in the
experimental condition (Table 2). The announcement
asks again,“what do you think?”, and the robot turns
his eyes to the participant who gives his opinion that
also consists of four things. Each round of things and
situations is randomly changed every participant.

6.4 The Experimental Condition

Our experiment was conducted under a two-way within-
subjects design (Table 2). The first factor is called the
“gaze in first half”and denotes the direction in which
the robot turns his eyes while the experimenter gives
his opinion in the first half: the time from beginning
to say the first thing from saying the second thing.
This factor consists of three levels: speaker, listener,
and center. The second factor is called“ gaze in lat-
ter half”and denotes the direction in which the robot
turns his eyes while the experimenter gives his opin-
ion in the latter half: the time from beginning to say
the third thing to saying the fourth thing. This fac-
tor also consists of three levels: speaker, listener, and
center. Each condition was randomly assigned to ev-
ery participant, and nine trials were performed (one
trial for each condition).

6.5 Analysis

We observed the following three points:

• The number of things suggested by the experi-
menter was completely identical with the things
the participant said.

• The number of things suggested by the experi-
menter in the first half agreed with the things
the participant said.

• The number of things suggested by the experi-
menter in the latter half agreed with the things
the participant said.

6.6 Hypotheses and Predictions

The following are our hypotheses and predictions:

• Hypothesis

Humans who look at the robot’s eye-gaze might
have different understandings and adjust their
utterances. If the robot turns his eyes to the
speaker while listening to the speaker’s utter-
ances, humans who see this scene might believe
that the robot has a positive impression about
the speaker’s opinion. Then the next speaker
adapts his opinions of those of the speaker. In
contrast, if the robot turns his eyes to the lis-
tener while listening to the speaker’s utterances,
humans who see this scene might believe that
the robot has a negative impression of the speaker’s
opinion. Then the next speaker will not change
his opinion to match the speaker.

• Prediction

The amount of things suggested by the exper-
imenter will agree with the things the partici-
pants suggested and will increase as follows:

– S−S > S−C,C−S > S−L,L−S,C−C >
L− C,C − L > L− L

6.7 Results

The amount of things suggested by the experimenter
entirely agreed with the things suggested by the par-
ticipants (Fig. 7). By a two-way ANOVA analysis,
we found no effect of interaction (F(4.56) = 0.36, n.s.)
But we did find a marginally significant effect of the
“ gaze in first half” factor (F(2,28) = 2.71, p < .10)
and a significant effect of the“ gaze in latter half”
factor (F(2,28) = 5.88, p < .01). By assessing with
the LSD multiple comparison method, the number in
the speaker level was larger than the listener level
(p < .05) in the“ gaze in first half” factor (Fig. 8).
The number in the speaker level was also larger than
the listener level (p < .05) in the“gaze in latter half”
factor (Fig. 9).

We analyzed the amount of things suggested by
the experimenter in the first half that agreed with
the things suggested by the participants in a two-way
ANOVA. We found no interactive or main effect of
any factor (F(4,56) = 1.28, n.s., F(2,28) = 1.00, n.s.,
F(2,28) = 0.49, n.s.). We analyzed the amount of
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things the experimenter said in the latter half that
agreed with the things said by the participants by a
two-way ANOVA. We found no interactive or main
effect of any factor (F(4,56) = 2.17, n.s., F(1.64) =
1.00, n.s., F(2,28) = 1.05, n.s.).

6.8 Consideration

According to Section 6.7, the participants succeeded
in the context of opinion when the experimenter an-
swered when the robot turned its eyes to the experi-
menter while listening to his utterances. In contrast,
the participants failed when the robot turned his eyes
to them while listening to the experimenter. These
results support our hypothesis. Based on the ques-
tionnaire results, the participants thought that the
robot had a positive impression, such as interesting
and clear, when it turned his eyes to the experimenter
while listening to his opinion. Under such circum-
stances, the participant might think that it was de-
sirable to give his opinion in the successful context
of the experimenter’s opinion. But when the robot
turned his eyes to the participant while listening to
the experimenter’s opinion, the participants thought
that the robot held such a negative impression as un-
interesting or unclear. The participants might think
that it was desirable to give their opinions in the un-
successful context of the experimenter’s opinion.

The degree of these effects changes by the tim-
ing when the robot turned his eyes because the result
showed significant effects of the“ gaze in latter half”
factor in contrast with just a marginally significant
effect of the“ gaze in first half”factor. These effects
were greater when the robot turned his eyes in the late
timing than in the early timing. Perhaps the partic-
ipants thought that it was natural when the robot
turned his eyes to the speaker as one of the listeners
in the first half and that it was an intentional be-
havior in the latter half. The participants especially
controlled the contents of their utterances by looking
at the robot’s eye-gaze in the latter half.

Based on these results, we found that the next
speaker can adjust his utterances by controlling the
robot ’s eye-gaze as a listener. In our experiment,
the contents of the speaker’s utterances don’t tell a
story, and these details of the story/utterances do not
change by altering their order. But conversations of-
ten consist of utterances that do tell a story. Humans
can have different impressions of a robot ’s eye-gaze
as listeners if the speaker is narrating a story. This
problem is future work.

7 Conclusion

Many communication robots have been developed. Such
robots must adapt themselves to human face-to-face
dialogs to realize communication between humans and
robots and between humans through robots because
face-to-face dialogs are the most natural communica-
tion form for humans. It is difficult to realize smooth
turn-taking between humans and robots for spoken



dialogs [1]. Some studies focused on this problem,
where robots adaptively participate in conversations
by passively presuming interactive environments. But
they failed to assume that interactive environments
are aggressively coordinated. In this study, we in-
vestigated how the effects of designing eye-gazes for
robots determine turn-taking and talking exchanged
in multi-party conversations.

We also investigated how humans estimate the tar-
get of utterances based on where a robot turned its
eye-gaze. Humans estimate a robot’s utterance by
looking at the direction of its eye-gaze. Then we in-
vestigated whether the robot’s behavior as a listener
expressing his eye-gaze influenced the next speaker’s
conversation and context. Humans adjusted their ut-
terances by looking at the robot ’s eye-gaze as lis-
teners. In the future, we expect this study to effec-
tively lead conversations in desirable discussions in
such multi-party conversations as collaborative learn-
ing scenes.

But it remains unclear whether these effects ap-
ply to ordinary conversations because our experiments
were conducted in a laboratory. In ordinary multi-
party conversations, much verbal/nonverbal informa-
tion that is too difficult to control in laboratory set-
tings is conveyed between the participants. We must
not only build models of a robot’s eye-gaze in a labo-
ratory experiment but also verify them in a field ex-
periment.
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