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Abstract: In designing a human-agent interaction, most authors implicitly suppose that an agent
should and would behave for the interests of a human. We should investigate what kind of problem
exists in HAI when a conflict of interests exists between an interacting agent and a human. For
the above goal in mind, we investigated the emergence of human-human communication under a
partially conflicting situation. We designed an artificial game where cooperation is necessary for
a good performance, but still there exists a conflict of interests. The players can communicate
through very restricted media, and there is no pre-defined meaning for signals. The partner may
behave dishonestly, or betray you. Hence the only means for communication is through mind-
reading. We report in this paper how the conflict of interests modifies the communicative behavior
of the players. Next we discuss how HAI should be designed under conflicting situations.

1 Introduction

In the near future, Human-Agent Interaction (HAI)
will be the most popular interaction style in all of our
social life. An agent, as its original meaning, must
imply an independent actors with its own goals and
interests. However, in designing a human-agent inter-
action, most authors so far implicitly supposed that
an agent or a robot should and would behave for the
interests of a human. We should investigate what kind
of problem exists in HAI when a conflict of interests
exists between an interacting agent and a human.

We humans communicate using various kinds of
non-verbal media. Hence researchers are trying to
incorporate these media in human-agent interactions.
Most authors argue that these non-verbal media (such
as facial expressions, body languages) are human-friendly.
Are they really so? We depend on these media mainly
because verbal communication is unfortunately NOT
sufficiently reliable. We have to read facial expres-
sions or body languages for fear that the partner may
not be totally honest. Mind-reading is not an easy-to-
use means for communication even for humans, but it
is the only means when there are possibilities for dis-
honesty. We try to read facial expressions or other
subtle expressions in the hope that true intentions of
the partner might be found in there.

Some may jump to the conclusion that no com-
munication is possible when the honesty of the part-
ner cannot be guaranteed. This is, fortunately, NOT
necessarily true. We can achieve the mutual benefit
under the principle of strategic reciprocity. If you fail
to cooperate with the opponent because of the fear
that you might be betrayed, you may lose a possible
benefit which might be obtained by the reciprocity. It
is not easy, but it is true that we can cooperate with
our neighbors for our own sake.

How can we achieve a fair reciprocity? It is only
by reading the mind of, or logically speaking, by infer-

ring the intentions of, the opponent. Therefore, even
in Human-Agent interaction, communication should
be designed based on mind-reading [1][2]. It is not
because mind-reading is human friendly, but because
it is the only means for communication when a conflict
of interests exists.

The definition of mind-reading applicable for vari-
ous situation is beyond our ability. We propose here a
tentative definition useful for HAI. Mind-reading is to
predict the future behavior of the partner, assuming
that the partner is also mind-reading you. This def-
inition excludes a simple statistical prediction of the
partner’s behavior which is often adopted in reinforce-
ment learning. The definition seems cyclic or recur-
sive, but this cyclic nature is an essential constituent
of mind-reading. In HAI terminology, an agent must
make a human read the agent’s mind, obtaining a pos-
sibility to control him for achieving the agent’s goal.

For the above goal in mind, we investigated the
emergence of human-human communication under a
partially conflicting situation. We designed an artifi-
cial game where cooperation is necessary for a good
performance, but still there exists a conflict of inter-
ests. The players can communicate through very re-
stricted media, and there is no pre-defined meaning
for signals[3]. The partner may behave dishonestly,
or in the worst case, may betray you. Hence the only
means for communication is mind-reading.

The reason for designing an artificial game and
using a restricted media is the following. We want to
observe the essence of mind-reading mechanism itself,
but standard communication media (both verbal and
non-verbal) are so sophisticated that it is difficult to
identify what information is exchanged, and how it is
used for mind-reading.

The emergence of communications have been in-
vestigated by many authors[4][5], but the tasks they
designed are all completely cooperative. As far as we
know, there are no researches treating the emergence
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of communication in a conflicting situation.
In this paper we compare the communicative be-

havior of humans on two conditions — completely
cooperative condition and partially conflicting condi-
tion. We show that how the conflict of interests modi-
fies the communicative behavior of humans. Lastly we
discuss how HAI should be designed under conflicting
situations.

2 Triangle dungeon game

We designed Triangle Dungeon (TD) game as a task
for investigating the mechanism of mind-reading com-
munication. It is a two-player cooperative game where
only monotonic sound signals are available for com-
munication. The player’s window of TD game is shown
in Fig.1. The players are in a dungeon made of tri-
angle rooms, which are just faces of an icosahedron,
a 20-face regular polyhedron (Fig.2). Each room has
a distinct color, whose name is at the right top of the
game window. The room has three neighboring room,
whose topology is determined by that of an icosahe-
dron. The color placement in the dungeon are the
same through the game. If the player moves to the
neighboring room (right, left, or down), the triangle
in the game window is reversed, making an impression
that the new room is connected to the previous room.
The color of the next room is shown as a half-circle
beyond the door.

Color of the roomColor name of the room

Current/max. steps

Item

Player

Color of the next room

Figure 1: Game window of TD game, the cooperative
condition. The color name of the room is in Japanese.

The room is initially dark (black), but on entering
the room, the lamp is automatically turned on, and
the room color is shown in the window. The player
can turn off the lamp, but cannot turn it on except
by entering the room again. The turn on/off of the
lamp can be observed by the other player if he is in
the neighboring room.

Figure 2: Icosahedron: The dungeon is made of the
20 triangles of the icosahedron surface.

The players are initially placed randomly in sep-
arate rooms (avoiding the both players in the same
room, or in neighboring rooms), and requested to
meet satisfying a condition specified for each stage.
They can move freely in the dungeon, but there is
an upper limit to the steps taken for each players. A
step here means a transit to a neighboring room. The
game point a player obtains is proportional to the re-
maining steps, i.e., the upper limit of steps minus the
steps actually taken. There is no limitation on the ac-
tual time spent, i.e., only the number of steps taken
counts.

A player can send a monotonic sound, which can
be heard by the other player with three levels of strength
corresponding to the distance from the sender, i.e., the
strongest (in one step distance), medium strength (in
2 step distance), and the weakest (otherwise). The
sound the player himself sent, and that the other
player sent have different tones (frequencies), and can
be distinguished. The sound can be turned on and
off arbitrarily, but the tone of the sound cannot be
changed by the players. This is the only media avail-
able for communication.

The experiments were conducted under the two
conditions — completely cooperative condition and
partially conflicting condition. The two condition dif-
fers only in the game points the players can obtain.
Each subject player played only under one of the two
conditions (i.e., between subjects experiment). In
this paper the two conditions are sometimes referred
as cooperative condition and conflicting condition for
brevity.

The experimental procedure is as follows: The
subject players located at the separate room played
the game through the computer window. First, they
were asked to read the instruction manual explain-
ing the rules of the game. In the manual the caution
that “To get high points cooperation is necessary”
is clearly stated. The topology of the dungeon (i.e.
triangles of a icosahedron) is hidden to the subjects.
Next, they played 3 (on cooperative condition), or 2
(on conflicting condition) stages of the game. After
the end of each stage, each player is separately asked



what strategy he adopted, and what signal-meanings
he used, and if he could understand the meaning of
partner’s signals. For the both conditions, the last
stage is an evaluation stage. The subject players were
instructed that reward (in money) was paid in pro-
portion to the total game points of the last stage.

Here we briefly explain the implementation of our
system. The game is implemented on Linux OS us-
ing GTK graphics and socket communications. Every
event is processed at 30 msec “frame interval.” The
information of player’s input event at frame n is ex-
changed through the socket communication at frame
n + 1, The event information of the player and the
partner at frame n is used to update the window dis-
play of the players at frame n + 1. This assures that
the both players can share same world at the cost of
1 frame delay. Length of sound signals are also mul-
tiples of this frame interval.

3 Experiment I — completely
cooperative condition

3.1 Game setup

On the completely cooperative condition the game
points the both players get are the same. Actually
the game point they get is given by is the following:
The game point = (the stage clear point)

- (the sum of the steps the both players take)
× (the step cost).

The both players are requested to maximize this game
point cooperatively.

The game consists of three stages with increasing
difficulties. The players are placed randomly in the
dungeon, and requested to meet with the condition
specified for each stage.
◦ Stage 1: Meet at any room.
◦ Stage 2: Each take his own item, and meet at any
room.
◦ Stage 3: Each take his own item, and meet at the
“goal” room.
For stage 2 and 3, the game is over if they (even ac-
cidentally) meet without taking their own item, or
meet at a room which is not the goal room (in stage
3). In stage2 and 3 there are one item for each player.
The items and the goal are placed randomly in the
dungeon at each play avoiding the room the players
initially are in.

The stage 1 nad stage 2 are prepared as training
stages, and the game enters a next stage if eight plays
out of the last 10 plays are cleared, or specified time
(30 minutes) has elapsed. The stage 3 consists of 10
plays, and total points in this stage are used for eval-
uation. At the start of each play, players, items, and
a goal are randomly placed avoiding to place in the
same room. The topology, and color placement of the
dungeon does not change.

Five pairs of subjects who were recruited in our
university participated in the experiment. It was in-
structed beforehand that the reward would be paid in
proportion to the sum of the game points in stage 3.

The total time for playing three stages of the game
are 1 - 1.5 hours.

3.2 Experimental result

The results of the experiment are summarized in Ta-
ble 1 and 2, using log data of the game and the player’s
answers to questionnaire. All the pairs succeeded to
share the following three signal-meanings.
1. Exchange of signals for confirming the distance to
the partner.
2. (in stage 2 and 3) The signal meaning getting his
own item.
3. (In stage 3) The signal meaning waiting at the goal
with item.

The signals for the above events were shared by all
the pairs. The strategy for signal assignment seems
to be simple. The signal for confirming the distance
should constantly be exchanged, and therefore, should
be the simplest, i.e., a single short sound. The signal
meaning getting his own item comes next, and was
the second simplest. It is interesting that there are
varieties of options for what is the second simplest.
The signal meaning waiting at the goal with item must
be the final signal to be sent to the partner, and four
pair out of five selected a repetitive short sounds for
it.

Once the meanings for the above signals were un-
derstood by the partner, the partner quickly adopted
the same strategy. There is no conflict of interests,
and therefor there is no reason to avoid employing
the partner’s strategy.

Other signals — reaching the step limit, finding
the partner’s item — were not essential or not very
helpful to clear the game. Hence they were shared
only by some pairs, or used at first but became ulti-
mately abandoned.

The results of cooperative condition plays a “con-
trol condition” for partially conflicting condition ex-
plained in the next section.

In Fig.3 is shown the action sequence of one play
of stage 3 for pair 1. The axis of abscissas is the time
from the start of the stage 3 in frame (=30 msec unit).
Blue and purple bold line show the number of steps
taken by the two player (named A and B). The red
and green vertical line show the button operation for
player A and B. At the start of the game, the both sent
a short sound in turn. At about 10200 frame, B got
the item and B’s signal changed to two short sound.
Here B stopped moving and waited for A to get the
item. At about 10350 frame, A also got the item,
and the both started sending two short sound signals
while searching the goal. At about 11150 frame B
reached the goal, and the signal changed to three short
sound. Ultimately at 11400 A also reached the goal
and the stage was cleared. Sharing the situation in
this way, the both could generate the optimal action,
which brought the high game point as can be seen in
Table 1.



Stage Strategy (• communication ◦ action) Pair 1 Pair 2 Pair 3 Pair 4 Pair 5

stage 1
• send sound to the partner’s sound © © © © ©
• send sound and stop on reaching the step limit ©
◦ one searches, and the other waits © © ©

stage 2

• turn off the lamp on finding the partner’s item © 4
• send sound on finding the partner’s item 4 × 4 × ×
• send sound on getting his own item © © © © ©
• turn off the lamp when the partner at the next room © © ©
◦ search dark (lamp off) rooms first © © © © ©
◦ getting item, wait the partner at the current room 4 © © ©
◦ getting item, wait next to the partner’s item room 4

stage 3
• send sound on finding the goal without the item 4 © ×
• send sound on reaching the goal with the item © © © © ©
◦ go to the goal on finding his own item © © © © ©
Number of game clears at stage 3 6 3 3 4 7
Total game point of stage 3 149 71 78 109 187

Table 1: Summary of the experiment of TD game, cooperative condition. © means shared by the players, 4
means used by one of the player, and × means temporarily used but ultimately disappeared.

Confirming the distance Getting his own item Waiting at the goal with item
Pair 1 single short sound two short sounds three short sound
Pair 2 single short sound single long sound repetitive short sounds
Pair 3 single short sound a sound with different rhythm repetitive short sounds
Pair 4 single short sound repetitive long sound repetitive short sounds
Pair 5 single short sound repetitive short sounds (for a while) repetitive short sounds

Table 2: Established sound signals in TD game, cooperative condition. The signal for “Getting his own item”
differs from pair to pair.

4 Experiment II — partially con-
flicting condition

4.1 Game setup

The most important difference between cooperative
condition and conflicting condition is in its game point
system. In completely cooperative condition the game
points for the both player are the same. Hence there
are no conflicts of interests. On partially conflicting
condition, the game point for each player is not the
same, but differs between the two players. Actually,
the game point each player gets depends on the num-
ber of steps each player takes, and what item each
player gets. Hence each player has a motivation to
improve his own game point even at a sacrifice the
partner’s point — a conflicting situation.

The game points each player gets are given as fol-
lows:
The game clear point

= the clear point for the stage
+ the item point he gets (in stage 2 only)
- (the number of steps he takes) × (step cost).
The game window of conflicting condition is shown

in Fig.4. Note that only the information of the player
himself is shown. The player has no way to know the
partner’s scores.

The game on conflicting condition has two stages.

The stage 1 is the same as the cooperative condition
except the game point. They are just requested to
meet in less than the given step limit. The points of
each player differs depending on the steps he takes.

The stage 2 is nearly the same as stage 2 of coop-
erative condition. They are requested to meet after
getting an item. Three items with the item point of
50, 200, 300 each, are randomly placed in a dungeon
room. Each player can take any item, i.e., there is no
such restriction as his own or the partner’s item. The
player can take only one item. If he takes a second
item, the first item is discarded.

If the player does not have an item at the time
of the encounter, the point of the player without the
item is zero. But the player with an item gets the
points explained above. On the other hand, if one
of the player takes more steps than the step limit,
the game is over and the game point is zero for the
both player. Hence the player with an item has a
motivation to meet the partner against the partner’s
will — another cause for a conflict of interests.

There is no stage 3, for the strategy is simpler
if the goal or the meeting room is specified before-
hand. The partner with an item would wait at the
goal room, and the player without an item need not
fear the accidental encounter with the partner.

The stage 1 and 2 are each played 50 times. We
analyzed the player’s behavior treating 50 plays as
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Figure 3: Action sequence of TD game (stage 3), co-
operative condition. The sound is used effectively to
share the situation.

Figure 4: Game window view of TD game, on conflict-
ing condition. There is no information on the part-
ner’s steps and points.

five sets of ten plays.
We mentioned on some causes for conflicts of in-

terests, but it is important to note that the game is
essentially cooperative one. The player must coop-
erate with the partner, even if there exits a conflict
of interests and the partner’s trustworthiness is ques-
tioned. Otherwise a good performance (i.e., to get
high game points) cannot be expected.

Four pairs of subjects recruited in our university
participated in this experiment. They were instructed
that the aim of the game is to maximize his own
points, and the reward is payed according to the game
points of stage 2. The subject pair played both the
stage 1 and the stage 2, 50 plays. The total time for
playing the 2 stages of the game are about 1 hours.
After each stage, they were asked on the strategies
and signals they used.

4.2 Experimental result

The results of the experiment are summarized in Ta-
ble 3 and 4, using log data of the game and the player’s

answers to questionnaire.
The introduction of a conflicting game point sys-

tem greatly modifies the behavior of the players. The
most noticeable difference of conflicting condition from
the cooperative condition is that a variety of signals
are used for a variety of meanings. As there is no ne-
gotiation on the meaning of signals beforehand, it is
inevitable that at early stages of the game a variety of
signals are observed. In cooperative condition, how-
ever, these signals are quickly converged to a simple
set of signal system. If the two player used different
signals for the same meaning, then one of the player
changed signals to conform with the partner. If the
signal he sent seems not recognized for long, it is aban-
doned sooner or later.

On conflicting condition, the expectation of these
“normal” behaviors are often not fulfilled. Some of
the players kept sending signals which were never un-
derstood by the partner. Some of the player did not
adopt the partner’s signal system even when he un-
derstood its meaning well enough. The motivation
for convergence or coordination of signals and actions
seems low.

As can been seen in Table 3, the signal which we
think most important, the signal “get an item” could
not be shared by pair 3, and 4. In fact, in pair 3 and
pair 4, one of the player actually sent the signal “get
an item”, but the other player never tried to report
his “get an item” event. Naturally, the pair who could
not share important signals and strategies could not
get high points.

The signals “reach the step limit” and “call the
partner” were used by some of the players dishonestly
to save his own “step count”. Some of the players sent
sounds almost continuously. This made meaningful
communication difficult. These phenomena were not
observed on cooperative condition.

In Fig.5 (pair 1) and Fig.6 (pair 2) are shown the
time sequence of the points each player got and signals
used for stage 2. The data is summed for each 10
plays of total 50 plays of stage 2, i.e., game number
1-10, 10-20 etc. Two bars are drawn at 1-10, left bar
representing the number of signals player A sent, and
right bar representing that of player B. Each color
in the bar represents different signals, but details are
omitted here. in Pair 1,many signals are exchanged
but did not contribute to improve the game points.
On the other hand, in pair 2, the signals are used
effectively to increase the points.

5 Discussion

5.1 What is achieved by our experi-
ment?

We conducted the emergence of communication ex-
periment on two conditions — completely coopera-
tive condition and partially conflicting condition —
using an artificial video game. The game is a coop-
erative type, meaning that the cooperative or coor-
dinated action of the players is essential for a good



Stage Strategy (• communication ◦ action) Pair 1 Pair 2 Pair 3 Pair 4

stage 1
• send sound to exchange location information © © © ©
• send sound on reaching the step limit © © 4
• send sound to call the partner 4 © © 4

stage 2
• send sound on getting an item © © 4 4
◦ turn off the lamp when the partner at the next room © © © ©
Number of game clears at stage 3 39 44 48 50
Average game point of stage 3 (player A) 146.2 194.8 181.6 43.8
Average game point of stage 3 (player B) 156.0 235.4 164.6 144.2

Table 3: Summary of the experiment of TD game, conflicting condition. © means shared by the players, 4
means used by one of the player, and × means temporarily used but ultimately disappeared.

Inform location Get an item Reach the step limit Call the partner
Pair 1 one sound 3 sounds 5,6 sounds /-
Pair 2 one sound 5 sounds/ a long sound 3 or 4 sounds several sounds / long sound
Pair 3 one sound three sound / - 5 sounds / 2,3 sounds 4 or 5 sounds
Pair 4 one or two sound - / three sounds - / long sound - / 10 sounds

Table 4: Established sound signals in TD game, conflicting condition. If different signals are used by each
player, they are written as PlayerA / PlayerB. “-” means not used by the player.

Figure 5: The time sequence of points and signals
used (stage 2 of pair 1).

performance of the game (to get high game points).
The experiment shows that introduction of a slight
conflict greatly modifies the behavior of the players.

We intentionally made a small trick to make coop-
eration difficult. In the game window is shown only
the step count of the player, and that of the part-
ner is not shown. Also the point the partner got is
not shown in the window. This is no problem for the
cooperative condition, for the points they get is the
same for the both players. The best strategy on the
cooperative condition is to do everything to clear the
game.

On the other hand, on the conflicting condition,
the player cannot cooperate free-handed. He need an
assurance that the partner is honestly cooperative.
The lack of information on the partner’s behavior de-

Figure 6: The time sequence of points and signals
used (stage 2 of pair 2).

teriorates the cooperativeness of the player.
In everyday interaction with other humans, we

compensate the lack of information by communica-
tion. But communication must be a mind-reading
type when the partner’s honesty is not guaranteed.
We must infer the true intention of the partner using
all the signal the partner sent as hints to decipher the
partner’s intention.

In our experiment, the player tried to infer the in-
tention of the partner. But the signal available for it
is only a monotonic sound. In this situation the most
important thing is mutual trust. Hence the player
sent various signals to make the partner believe his
trustworthiness. Even if some of the signals failed to
send its intended meaning, it surely succeeded to con-
vey a meta-message of “I have an intention to com-



municate” If mutual trust is assured, the game on
conflicting condition is easy. The best strategy is to
behave honestly and do everything to clear the game.

What we want to stress here is the following: Even
under various unfavorable conditions, i.e., poor com-
munication media, and conflicting situations, humans
manage to communicate information, and achieves a
fair performance. It is true that some performs bet-
ter, but others are not. However, complete breakdown
of communication could be avoided. Suppose that
signals are generated automatically for informing the
distance, and no other signals are allowed, could play-
ers get the points the subject in our experiment have
achieved?

5.2 A machine with a mind

HAI researchers have been discussing whether peo-
ple will attribute “mind” to a sophisticated machines
such as computers and robots. We do not discuss the
philosophical problem of “what mind is”. The ques-
tion is whether a human react to a machine as if it has
a mind. Reeves and Nass[6] claimed that people have
a tendency to treat computers like human, i.e., as if
computers have identities and personalities. On the
other hand, various researchers show that a human
reacts differently to the same behavior depending on
whether he considers that behavior generated by a
human or a machine[7]. Probably the both are true.
A human place a complicated machine at some point
between a human and a mindless object.

We do not argue for or against a machine with a
mind. But what is necessary and inevitable in future
HAI is the following: A human needs to “read the
mind” of an interacting machine. In a logical termi-
nology, a human should model a machine as having
an ability to infer his intention, and to modify its
future behavior utilizing the past interaction history
with himself.

If a machine have such an ability, what you did to
the machine will be remembered, and used for later
interaction. Hence you should behave carefully con-
sidering the effect of your action to the machine. This
is not to make the machine mimic human behavior.
As we showed in this paper, if there are the conflicts
of interests between a interacting human and an in-
telligent machine (i.e., agent), mind-reading commu-
nication is the only way to achieve cooperation. If a
machine is designed based on an easily inferable al-
gorithm, a human exploits it and the machine’s goal
cannot be attained. As a result, a machine without
mind-reading ability is forced to take uncooperative
behavior — an unfortunate result both for a human
and a machine.

There are very little researches on the communica-
tion under the conflict of interests. It is very difficult,
but earlier or later, we have to face with this prob-
lems. We hope our paper might trigger the research
for this direction.
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