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Abstract: In human communication, “social space” is regarded as a territory formed by a group,
and the members of the group may feel upset if they are intruded on by another person without
reason. A robot that communicates with humans should observe this social rule. In this paper, we
propose a robot system that can recognize the state of a social space by using the smart phones of
members of the group. We implemented this system in a robot and did experiments in which we
had the robot join in on participants’ conversation while changing the timing of its interruption.
As a result, the impressions of the participants toward the robot were more favorable when it used
the proposed system than when it did not.

1 INTORODUCTION

The “space” surrounding people plays an important
role in human communication. It defines the comfort-
able distance that a person keeps for another person.
If two people are too near or too far, communication
between them does not go smoothly. In social psychol-
ogy, the space surrounding an individual is defined as
“personal space” [1]. This space is territorial in na-
ture, as stated above. A person tries to be comfortable
by keeping his/her space, but if he/she cannot keep it
for a long enough time, he/she might feel stressed.

A group also has an inherent space called a “so-
cial space”, which is any place where people come to-
gether and interact with one another [2]. The social
space has the effect of strengthening the relationship
between the members of the group and rejecting those
outside of the group. Social space is the territory of
a group, similar to personal space, and the group can
comfortably communicate or work by keeping it [3]
[4].

A robot that operates in the real world needs to
consider personal and social spaces. A robot could
easily interfere with the space around humans be-
cause it has a body and can move about in the real
world. That is, when a robot passes through a social
space, it might disturb the group. Moreover, the con-
versation of the group might be interrupted when a
robot talks without understanding the conversation.
To avoid this problem, the robot should estimate the
sense of distance in a group and the state of the space,
and it should select its behavior on the basis of this
estimation.

In this paper, we propose a robot system that can
recognize the state of a social space by using the smart
phones belonging to the members of the group. We
implemented this system in a robot and did experi-
ments in which we had the robot join in on partici-
pants’ conversations while changing the timing of its
interruption.

2 RELATED WORKS

As described above, a social space is the territory of
a group [2]. The response of a social space to out-
side changes dynamically depending on the number
of members or social relations of the members[3][4].

There have been many studies on recognizing the
communication space and social state [5][6][7][8]. These
studies have used cameras or sensors embedded in the
environment.

Some studies have focused on the interaction be-
tween robots and groups. Shiomi et al. propose a
method in which a robot determines whether the group
is ready listen to it present information to them [9]. A
robot gets positional information from floor sensors.
It classifies groups using clustering analysis and de-
termines whether each group is orderly or disorderly.
Chung et al. propose a method in which a robot rec-
ognizes the social space and avoids it [10]. Arai et al.
propose a system in which a robot can estimate the
timing by which to interrupt a group [11].

Moreover, we can look at the social space from a
different viewpoint. When a person acts in some way,
the range of perceptions is typically in front of the
individual. When people communicate, they tend to
share the space between them. Kendon defines this
space as O-space [12]. Sharing O-space makes com-
munication more comfortable. Yamaoka et al. pro-
pose the model of proximity control for information-
presenting robots in consideration of O-space [13].

There are many studies related to robots recogniz-
ing social spaces or social relations. However, these
systems need to use cameras or sensors embedded in
the environment. This approach has problems in that
it restricts the range of social space recognition and
it has an associated equipment cost. Furthermore,
because it is not possible to observe individuals con-
tinuously, it is difficult to move a robot in a context-
adaptive way. To overcome these problems, we pro-
pose a distributed system, composed of smart phones.
Each user has a smart phone, and this system locally
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recognizes a group and its social state.

3 OUTLINE OF THE SYSTEM

3.1 Concept of proposed system

Our system is configured as a multi-agent system. An
agent consists of a user and his/her smart phone. An
agent gets information from surrounding agents and
estimates the social relations between agents. It rec-
ognizes a group from these results.

Communication between agents in this system is
represented by an effective graph (Figure 1). For ex-
ample, when the system estimates that the commu-
nicative relationship between two users is strong, it
strengthens the link between them. On the other
hand, when the system estimates that the relation-
ship is weak, it weakens the link. Next, the system
estimates groups by using clustering with reference to
this effective graph (Figure 2). After that, the system
estimates the state of the group by reconfiguring in-
formation about the agents in the group (Figure 3).
In this study, we simply defined the relationship of
communication between agents using only the physi-
cal distance between them. Moreover, we defined the
state of a group simply from the activity of the con-
versation.

Figure 1: Relationship of communication between
agents.

Figure 2: Boundaries of groups.

3.2 Recognition of Social Space

This system recognizes social spaces by using distance
information. A user is equipped with a Wi-Fi pocket
router and a smart phone. A Wi-Fi pocket router

Figure 3: Estimation of the group state

transmits beacon packets that have an SSID corre-
sponding to the agent. A smart phone receives beacon
packets and estimates the distance by using RSSI to-
ward a target agent. Communication between agents
is performed in P2P mode. If an agent scans a new
agent, it accesses a dedicated database server and gets
the agent’s IP address and a receive port.

We defined the strength of the link between agents
as follows.

Sij(t) = Sij(t− 1) + Inputij(t)−D (1)

Sij(t) is the strength of the link from agent i to agent
j at time t. Inputij(t) is the distance to agent j ob-
served by agent i at time t. D is the decay constant.

Each agent builds tables of data by exchanging in-
formation with other agents. Table 1 is an example of
a table for four agents. The system recognizes groups
by using clustering and multidimensional scaling.

Agent A Agent B Agent C Agent C
Agent A 0 SAB(t) SAC(t) SAD(t)
Agent B SBA(t) 0 SBC(t) SBD(t)
Agent C SCA(t) SCB(t) 0 SCD(t)
Agent D SDA(t) SDB(t) SDC(t) 0

Sij(t): the strength of the link from agent i to agent
j at time t.

Table 1: Example of a distance table

Next, we describe an example in which the system
recognizes the social space shown in Figure 4. In Fig-
ure 4-(a), no social space exists because of the large
distance between users A and B. In Figure 4-(b), user
A approaches user B. Because the distance between
them is now small, the system recognizes that they
have formed a social space (Figure 4-(c)). In Figure
4-(d), the users have finished their conversation and
user A has moved away from user B. In this case,
the system recognizes that the social space has disap-
peared.

3.3 Estimation of Conversation Activ-
ity

The activity of conversation is estimated as follows.
(1) Utterance interval detection



(a) Distance between users is
large.

(b) User A approaches user B.

(c) System recognizes the so-
cial space.

(d) System recognizes that the
social space has disappeared.

Figure 4: Example of the proposed system recognizing
a social space.

The system detects an utterance interval for input
audio data from a user’s smart phone (Figure 5).
(2) Value of a voiced interval

The system calculates the amount of utterances
of a user for a voiced interval at time t by using the
following equation. Start(i) is the start time of the
interval, End(i) is the end time of the interval, and α
is a constant.

Hi(t) = (End(i)−Start(i))× 1

1 + 1
α (t− End(i))

(2)

Figure 5: Amount of user utterances at the time t

(3) Calculation for the amount of utterances
The system calculates the amount of utterances by

using Hi(t) from step (2). The amount of utterances
Uj(t) for user j is calculated as the sum of the last
five Hi(t) from the time t.

Uj(t) =
5∑
i

Hi(t) (3)

(4) Calculation for determining the activity of
conversation

The activity of conversation A(t) is calculated as
the mean of Uj(t) of users forming the social space.

M is the number of users forming the social space.

A(t) =
1

M

M∑
j

Uj(t) (4)

4 EXPERIMENT

4.1 Experimental Setup

We did experiments in which a robot intervened in a
social space during a conversation. We evaluated the
impressions of the participants toward the robot and
the influence of the robot on them.

Figure 6 is an outline of the experiment, and Fig-
ure 7 shows scenes from the experiments. First, the
experimenter had two participants with smart phones
sit down on chairs and start a conversation (Figure7-
(a)). The robot called out to the participants when
the conversation grew lively (Figure7-(b)). To call out
to the participants under Condition 1, the robot ap-
proached the participants without stopping and began
to speak. Under Condition 2, the robot approached
the participants, waited, and observed. The robot
called out to the participants when there was a chance
of making itself heard in the conversation. After that,
the robot asked the participants to move the obstacles
in front of it. The speech and motions of the robot
were the same in both conditions.

We experimented on ten groups of two partici-
pants. We analyzed the questionnaires filled out by
the participants, videos recorded during the experi-
ments, and the activity of the conversations that re-
sulted from using the system.

Figure 6: Robot’s movements and a setup of the ex-
periment.

4.2 Results

4.2.1 Results of questionnaires

A total of 20 participants evaluated the appropriate-
ness of the timing by which the robot called out to
them under Conditions 1 and 2 on a scale of 1 to 7
(Figure 8). For Condition 1, the mean was 3.5, and



(a) Participants talking. (b) Robot interrupting con-
versation.

Figure 7: Scenes from the experiments

the standard deviation was 1.28. For Condition 2, the
mean was 5.1, and the standard deviation was 1.02. A
significance test indicated that there was a significant
difference between them (p < .05).

Moreover, according to the descriptions in the ques-
tionnaires, the participants were more favorably in-
clined toward the robot under Condition 2. In regard
to Condition 1 some mentioned: “I was surprised that
it called out to suddenly”, “The conversation broke
off”, “I had forgotten what we talked about” and “I
didn’t expect the robot to talk to me”. Regarding
Condition 2, some wrote: “I thought that the robot
had business with us because it was waiting near us”,
“The robot waited for our conversation to break off”,
and “The conversation was not disturbed until we
turned our attention to the robot, and our impres-
sion of the robot was good”.

However, some participants had unfavorable im-
pressions towards the robot under Condition 2. In
these cases, the robot had called out to participants,
and they felt that it broke off their conversation.

Figure 8: Scores of appropriateness of timing by which
the robot called out to participants

4.2.2 Conversation activity and video

Figure 9 and 10 plot the points in time when the robot
called out to participants. The activity of the conver-
sation of one group is the vertical axis and time on the
horizontal axis. Figure 9 shows the results for Con-
dition 1, and Figure 10 shows those for Condition 2.
For Condition 1, Figure 9 shows that the robot called
out to participants when the activity of the conversa-
tion was high, and the robot caused the activity of the
conversation to decrease afterward. For Condition 2,

Figure 10 shows that the robot called out to partici-
pants when the activity had decreased, and the video
shows that participants became aware of the existence
of the robot, stopped their conversation, and directed
their attention towards it. From these results, how a
robot calls out to people could affect their impressions
of the robot.

Figure 9: Conversation activity of one group under
Condition 1.

Figure 10: Conversation activity of one group (same
group as in Fig. 9) under Condition 2.

5 DISCUSSION

In this study, we developed a method to recognize so-
cial space and estimate its state by using a distributed
system composed of smart phones. Furthermore, we
implemented a system that enables a robot to inter-
rupt a social space in accordance with the activity of
the conversation taking place. We conducted an ex-
periment to evaluate the appropriateness of the timing
by which the robot called out to participants. In this
section, we discuss the problems with this system.

First, the activity of the conversation is insufficient
as an index of the timing to call out. In both ex-
periments, good evaluations were obtained when the
robot called out at a break in context. However, the
evaluations were poor in other cases. For the robot
to better “feel” the mood, the system should consider
other factors such as what people are talking about.

Second, it is unknown whether similar results would
be when the group has more than three people. As



the number of a group members increases, the social
space widens and the group may have multiple moods.

Third, the performance of recognizing social space
was not evaluated. In the future, it will be necessary
to determine whether there is any difference between
a group that a person(observer) recognizes and one
that the system does.

As described above, the system still has certain
problems, but it also has a great deal of extensibil-
ity. Our system used only the physical distance to
recognize a group; however, it can use the other so-
cial information such as the direction someone’s body
is facing or location information using smart phones.
The system can also be made to estimate social rela-
tionships by using information from social networks,
such as Facebook or Twitter, which can not be ob-
served by sensors.

6 CONCLUSION

We proposed a robotic system that uses smart phones
to recognize social spaces by using distance informa-
tion and estimating the activity of a conversation.
Subjective experiments on this system showed that
participants were more favorable toward a robot when
it used this system than when it did not. It seems that
it is comfortable for people to accept the behaviors of
a robot when the activity level of a conversation is
lower, as if the robot could feel the mood.

We conducted experiments on pairs of participants,
however, we will do experiments on groups consisting
of three or more participants in the future. We will
evaluate the proposed method and improve it by in-
corporating other social information and user action
histories.
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